Reducing Data Movement with Approximate Computing Techniques
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Abstract—Data movement is the dominant factor that limits performance and efficiency in today’s architectures, and we do not expect that to change in future architectures. In this paper, we describe how approximate computing techniques can be applied to communication at the algorithm level, in conventional computer architectures, and in the architectures being explored as we go beyond Moore’s Law. We present results that demonstrate potential performance gains and the effect of approximations in traditional computer architectures. We describe how these techniques may be applied to future architectures based on probabilistic, approximate, stochastic, and neuromorphic computing, as well as more conventional heterogeneous and 3D architectures.
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I. INTRODUCTION

As the end of Moore’s Law approaches, there are two factors that will drive the future of computer architectures. First, traditional silicon CMOS will no longer scale because of present limitations in power consumption and near-term limitations in the size of transistors and memory cells relative to atomic scale. Second, data movement has become the dominant factor in both performance and energy consumption today [3][10], as shown in Fig. 1, and will become more dominant over time. New technologies such as superconducting logic, quantum computing, memristors, and 3D integration are being investigated to address limitations in the scalability of silicon CMOS. However, many of these technologies and the architectures that are based on them will still be limited by the cost in both time and power for moving data. The cost of moving data is fundamentally limited by physics, and as long as application program sizes are scaled beyond the computational capacity of a small, self-contained computing device with limited communication requirements, communication (data movement) will be an issue. With the prevalence of big data and analytics, we have no reason to believe that the advent of new computing architectures and paradigms will eliminate large-scale computations that require communication between processing elements. In this paper, we propose an agenda for reducing the cost of data movement using the techniques of approximate computing.

II. ALGORITHMIC OPPORTUNITIES

It has become well recognized that there are classes of applications that can tolerate some level of approximation. Most obviously, heuristics have been used to accelerate optimization functions for which it is infeasible to find true optimal solutions, and series expansions have been used to approximate trigonometric functions for hundreds of years. More recently lossy compression is used to reduce the number of bits used to store data for some applications, especially when the original data may be imperfect to start with, such as for camera images.
The brain is known to be composed of noisy components, and while the brain often makes mistakes, there are many tasks for which it is still much better than computers, leading to the likelihood that algorithms inspired by the brain, such as neural networks and deep learning, will be tolerant of approximate computing.

As an example, we present an analysis of the effect of introducing approximations into the loopy belief propagation algorithm. The loopy belief algorithm is used for inference on large Bayesian/Markov networks for applications such as classifying web pages. The loopy belief algorithm is based on a graphical model where beliefs, or probabilities, are stored in the nodes, and edges are used to communicate dependencies between those beliefs. The algorithm is iterative, passing beliefs (i.e., messages) between connected nodes until the beliefs converge. In our experiments, we found that we could randomly drop 20% of the messages between nodes to improve performance by 1.34x with very little degradation in solution quality. (Note that the messages being dropped are algorithmic and do not necessarily directly correspond to messages between processor nodes in a computer architecture.)

Next, we experimented with dropping messages more intelligently using various heuristics. In one heuristic, we drop a message if the belief values for the nodes sending and receiving the message haven’t changed significantly since the last iteration (Policy #1). In another heuristic, we drop a message if the receiving node’s belief value is highly biased (Policy #2). Fig. 2 shows that Policies #1 and #2 achieve a 2.3x and 3.5x speedup compared to no message dropping, again with little change in quality of results. We believe that these examples show that approximate computing can be used to gain performance and increase efficiency by reducing data movement. While these examples are modest, we have explored only a few of a wide range of techniques that are available for exploration. Furthermore, combining these algorithmic techniques with architectural techniques may lead to further gains.

III. ARCHITECTURAL OPPORTUNITIES

A. Conventional Architectures

In order to understand the likely costs of data movement in architectures of the future, we first consider today’s architectures.
equivalent) may be used that leads to noisy messages. While we have described these techniques in terms of messages, which are often thought of as communication between processor nodes, many or all of these techniques can be applied to data movement between any level of the memory hierarchy and processing elements or even between memory elements.

Not all stored values have similar purposes, and the effect of using these approximate techniques will be different for different kinds of values. For example, using an approximate data movement technique on a pointer could lead to an application failure if that pointer is used as a program counter destination. Fig. 3 illustrates how different kinds of data corruptions (changes in precision) can affect program behavior. The determination of which data elements can be approximated and which should be precise is application-dependent, and the software and hardware architectures that enable such determinations and optimizations based on those determinations is a rich area of research.

B. Novel Architectures

Architectures based on approximate computing, stochastic computing, and probabilistic computing are all designed with the assumption that the principals of approximate computing are applied to the architecture. Typically, such architectures focus on the computing, or processing elements. We believe this focus comes from the traditional view that computer architectures are optimized for area and logic cost, rather than to reduce data movement. However, the fact that such architectures are being designed to handle variations in precision may mean the architectures or design elements can possibly be adapted to approximation in data movement and communication as well.

Neuromorphic computing is also naturally amenable to variations in precision or approximation since the biological systems that inspire neuromorphic computing are based on unreliable components and are naturally approximate [2]. There are both digital and analog implementations of neuromorphic computing and a wide variety of architectures being explored. Neuromorphic architectures blur the lines between processing and memory, but data is still moving between processing elements (e.g. from one neuron to another via one or more synapses) and data movement between processing elements, especially those that are distant, are likely to be costly, both in terms of energy consumption and hardware resources. For neuromorphic architectures based on chip implementations, inter-chip communication will continue to be expensive relative to on-chip communication, especially if an architecture is scaled up to many boards or cabinets, and connectivity in neural architectures tends to be high, so finding opportunities for significant savings in data movement using approximation techniques is likely to be an important area for research.

In-memory computing reduces data movement by moving processing elements closer to where the data resides [3]. However, as was previously shown, even on-chip data movement can be expensive. Heterogeneous computing [4] and 3D chip and architecture implementations are being used to extend Moore’s Law and to achieve continued performance improvements and greater efficiency from traditional CMOS silicon and more traditional architecture techniques (e.g. GPUs and FPGAs). The same arguments about scaling and data movement makes the approximate computing-based data movement techniques applicable. Design margins can be reduced when precision and reliability requirements are relaxed and communication protocol and error-checking or avoiding overheads can be used when approximations can be tolerated.

IV. RELATED WORK

Li and Yeung [5] argue that program correctness is not black or white, but instead depends upon the user’s acceptance of a program’s output. They propose to interpret program correctness at the application level using application-specific fidelity metrics (as opposed to traditional strict interpretations of correctness at the architecture level which require all visible state to be perfectly correct). They conduct a fault injection campaign, and show that many multimedia and artificial intelligence workloads are resilient to faults under their more relaxed notion of application-level correctness. Although Li and Yeung focus on fault tolerance, the idea of using application-specific fidelity metrics to assess solution quality and program correctness is fundamental to all approximate computing techniques which try to tradeoff solution quality for performance or power consumption.

Many approximate computing techniques have focused on approximation at the software level. Loop perforation [6] omits iterations within loops that produce approximate results. This technique is similar to our example of dropping messages within the loopy belief propagation program. The Green system [8] provides a framework for controlling approximation. It proposes to create models that relate the performance gains and/or power savings to solution quality degradation afforded by software-based approximation techniques. Once created, these models can be used to control the degree of approximation at runtime.

In addition to approximation via software techniques, there have been many attempts at building approximate hardware as well. One promising approach is neural processing units (NPUs) [7], a specific example of the neuromorphic techniques mentioned in Section III-B. In this technique, code blocks in a program that can be approximated are identified. Then, a neural network is trained to mimic the code block’s behavior. (Given a set of input values, the neural network produces an output similar to the code block, but with some error). The neural network is then implemented in hardware as an NPU, either via digital logic or analog circuits. Lastly, the code block is replaced with an instruction that invokes the computation on the NPU.

Finally, whether they are software or hardware based, the main focus of existing approximate computing techniques has been on reducing compute effort. In contrast, this paper focuses on using approximation to reduce data movement.

V. CONCLUSION

In this paper, we have illustrated the importance of data movement to the performance and efficiency of computer systems today, and have argued that data movement will continue to increase in importance even as computer architecture evolves or is revolutionized. We identified examples that demonstrate how data movement can be reduced at the algorithms level, and have showed how we can leverage
these algorithmic properties to reduce data movement in computer systems. We discussed how they could be used in conventional architectures today and how similar techniques could be applied as new architectures are developed to go beyond Moore’s Law. Future work will determine the range of applications to which these techniques can be applied, what the programming models will be, and how new architectures will be able to reduce data movement to improve both performance and efficiency.
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